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ABSTRACT: The disappointing results obtained in recent
clinical trials renew the interest in experimental/computational
techniques for the discovery of neuroprotective drugs. In this
context, multitarget or multiplexing QSAR models (mt-
QSAR/mx-QSAR) may help to predict neurotoxicity/neuro-
protective effects of drugs in multiple assays, on drug targets,
and in model organisms. In this work, we study a data set
downloaded from CHEMBL; each data point (>8000)
contains the values of one out of 37 possible measures of activity, 493 assays, 169 molecular or cellular targets, and 11
different organisms (including human) for a given compound. In this work, we introduce the first mx-QSAR model for
neurotoxicity/neuroprotective effects of drugs based on the MARCH-INSIDE (MI) method. First, we used MI to calculate the
stochastic spectral moments (structural descriptors) of all compounds. Next, we found a model that classified correctly 2955 out
of 3548 total cases in the training and validation series with Accuracy, Sensitivity, and Specificity values > 80%. The model also
showed excellent results in Computational-Chemistry simulations of High-Throughput Screening (CCHTS) experiments, with
accuracy = 90.6% for 4671 positive cases. Next, we reported the synthesis, characterization, and experimental assays of new
rasagiline derivatives. We carried out three different experimental tests: assay (1) in the absence of neurotoxic agents, assay (2) in
the presence of glutamate, and assay (3) in the presence of H2O2. Compounds 11 with 27.4%, 8 with 11.6%, and 9 with 15.4%
showed the highest neuroprotective effects in assays (1), (2), and (3), respectively. After that, we used the mx-QSAR model to
carry out a CCHTS of the new compounds in >400 unique pharmacological tests not carried out experimentally. Consequently,
this model may become a promising auxiliary tool for the discovery of new drugs for the treatment of neurodegenerative diseases.

KEYWORDS: Neurodegenerative diseases, drug-target networks, rasagiline derivatives, CHEMBL, multitarget QSAR,
multiplexing assays, high-throughput screening, moving averages, spectral moments, Markov chains

Alzheimer’s disease (AD),1 vascular dementia (VD),2

Parkison’s disease (PD),3 amyotrophic lateral sclerosis
(ALS),4 Huntington’s disease (HD),5 and other neuro-
degenerative diseases are some of the hot topics in drug
discovery nowadays. They are characterized by prominent age-
related neurodegeneration in selectively vulnerable neural
systems. The genes causing hereditary forms of AD, PD, and
ALS have been identified. Nonetheless, the mechanisms of the
neuronal degeneration in these diseases remain unknown to an
important extent.6 In addition, the disappointing results of
some recent clinical trials have renewed the need for
complementary techniques in the discovery of neuroprotective
drugs.7 In this sense, multitarget/multiplexing techniques, used

to measure or predict neurotoxicity/neuroprotective profiles of
drugs, may be useful in the discovery of new lead compounds
against neurodegenerative diseases.8 On the other hand, the
large number of experimental results reported by different
groups worldwide has led to the accumulation of huge amounts
of information in large databases. This determines, in turn, the
need of new algorithms to perform data mining of these
databases. CHEMBL is more likely the largest and one of the
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most useful public databases for the development of drug
discovery techniques (https://www.ebi.ac.uk/chembldb).9,10

In our opinion, computational chemistry techniques based
on quantitative structure−property relationships (QSAR) may
play an important role in chemical neurosciences, in this sense.
For instance, Mueller et al. reported in ACS Chemical
Neuroscience the identification of mGluR subtype 5 potentiators
using QSAR models for computational chemistry simulation of
high-throughput screening (CCHTS) experiments.11 Unfortu-
nately, most current QSAR techniques can predict the probable
result of one drug in one specific assay. Nevertheless, recently
developed multitarget/multiplexing QSAR models (mt-QSAR/
mx-QSAR) may become a useful tool in this regard. These
methods are especially powerful when we need to process very
large collections of compounds assayed against multiple
molecular or cellular targets in different assay conditions (cj)
as is the case of CHEMBL.12,13 We can use different software to
calculate molecular descriptors and develop mt-QSAR or mx-
QSAR models: DRAGON,14,15 MOE,16 TOPS-MODE,17−19

CODESSA,20−22 TOMOCOMD,23,24 or MARCH-INSIDE
(MI),25−27 software used in this work. For instance, we used
MI to develop different mt-QSAR classifiers/web-servers such
as MIND-BEST28 or NL MIND-BEST.29 The first two use MI
only, but the third combines DRAGON and MI to calculate
descriptors for drugs and proteins, respectively. Another mt-
QSAR/mx-QSAR strategy uses only drug molecular descriptors
and incorporate moving average terms into the equation (see
Methods section). For instance, we developed an mt-QSAR for
tyrosine kinase inhibitors using the TOPS-MODE30 method.
Moreover, Speck-Planche and co-workers combined DRAGON
and TOPS-MODE to seek mt-QSAR/mx-QSAR models for
CCHTS.31−36

In any case, this is a new branch of QSAR and it does not
seem there are many reports of multipurpose mx-QSAR models
for testing neurotoxicity/neuroprotective effects of drugs. We
reported an mx-QSAR model for multiplexing assays of anti-
Alzheimer compounds using MI. However, the model predicts
only assays of GSK-3 inhibitors in vitro, in vivo, and in different
cellular lines.37 In the present project, we used MI for the first
time to find an mx-QSAR model for neuroprotective effects of
drugs. We trained and validated the model with nonoverlapping
training and external prediction data series obtained from
CHEMBL. In addition, we simulated a CCHTS of >4000
positive cases with excellent results. Last, we exemplified the
use of the new mx-QSAR model with an unreported case study.
To this end, organic synthesis, characterization, and biological
assay of new rasagiline derivatives were reported for the first
time. Rasagiline is a promising drug for the treatment of
PD.38,39 Subsequently, we predicted the most probable results
for these compounds in a CCHTS experiment with >400 assays
not carried out experimentally in this work. Figure 1 presents a
general workflow of the steps given to develop and use the
model.

1. RESULTS AND DISCUSSION
1.2. Model of Drug Neuroprotective Effects Based on

Markov Spectral Moments. 1.2.1. Training and Validation
of the Model. In this work, we report the first mx-QSAR model
with an output variable Si(cj) able to discriminate whether a
compound may give a positive result (Ai(mj) = 1) or not
(Ai(mj) = 0) in different multiplexing assay conditions cj. The
output Si(cj) of our multiplexing model depends on both
chemical structure of the ith drug di and the set of conditions

selected to perform the biological assay (cj). In consonance, the
mx-QSAR should predict different probabilities if we change
the organisms (ot), the biological assays (au), the molecular/
cellular target (te), or the standard experimental parameter
measured (sx), for the same compound.40−43 The best mx-
model found in this work was
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The first term in the equation, p(c1)π5
i, codifies the quality of

the input data and the effect of the chemical structure of the
drug (π5

i) over the final biological activity predicted. The model
presented in the present work is based on the fifth order
spectral moments, which are equal to π5

i = Tr[(1Π)5] and have
been calculated with the MI software.25−27 The operator Tr is
the trace (sum of elements in the main diagonal) of the Markov
matrix (1Π). The elements of the matrix 1Π used are atom−
atom electron delocalization probabilities, and the atomic
weights are standard electronegativities. The statistical param-
eters for the above equation in training are as follows: Number
of cases used to train the model (N), canonical regression
coefficient (Rc), chi-square (χ2), and p-level.41,42 The
probability cutoff for this classification model is 1pi(cj) > 0.5
→ Ai(cj) = 1. It means that the ith drug (di) predicted by the
model with probability >0.5 is expected to give a positive
outcome in the jth assays carried out under the given set of
conditions cj. This mx-QSAR has excellent goodness-of-fit
statistics in both training and external validation series with
sensitivity (Sn), specificity (Sp), and accuracy (Ac) > 80% (see
Table 1). Values higher than 75% are acceptable for QSAR
classification models, according to previous reports.43−51

We used the probability p(c1) = 1.0, 0.75, or 0.5 for data
values reported in CHEMBL as curated at an expert,
intermediate, or autocuration level, respectively. This parameter
accounts for the accuracy (cj) of the input experimental data for
the assay carried out in cj conditions. The parameter π5

i

quantifies the topological information of chemical structure
and the physicochemical properties of the atoms in the
molecule. We can write the same equation in an expanded
form:

Figure 1. Synthesis of compounds 5−12 and development/application
of the mx-QSAR model.
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A value of 1pi(cj) > 0.5 predicts a high response Si(cj) for this
compound with respect to different standard parameters,
targets, assays, or even different organisms. To this end, we
only have to substitute in the equation the value of π5

i of the
compound and the respective values p(cj)⟨π5

i(mj)⟩ already
tabulated; see Table 2.
Table 3 reports the detailed results obtained with the model

for different cj. The prediction of results of assays in humans
with respect to other species is of major interest in this sense.43

In fact, the model predicts 85.1% of the 1675 assays in Homo
sapiens and 79.6% of the 1464 assays in Rattus norvegicus.
Consequently, this equation may become a tool to extrapolate
experimental results from laboratory animals to humans. The
scale of the experimental measure influences the accuracy of the
model, for example, for log Ki values Ac = 100% but Ki cases Ac
= 61.4%.
In any case, Table 3 illustrates that we are in the presence of

a very powerful model with multiple outputs for the same
compound. For instance, the model correctly predicted 91.7%
of the 1581 values of −log(IC50) (nM), 100% of the 384 values
of selectivity, 93.7% of the 222 values of relative activity (%),
100% of the 105 cases of selectivity ratio, and so forth. The
previous aspects remind of the multiplexing nature of the
model. However, we should not forget that this model is also a
very powerful mt-QSAR able to predict the probability with
which a compound may interact with a high number of targets
in the nervous system. For instance, the model correctly
predicted 904, 126, and 122 interactions of different drugs with
brain, endothelial, or inducible nitric-oxide synthases (iNOS)
with Ac (%) = 97.4, 81.0, and 83.6%, respectively. The model
also predicted correctly more than 250 drug−protein

interactions for different neuronal acetylcholine receptors
with Ac(%) = 70−100% in all cases; see Table 3.

1.2.2. Comparison with Another mx-QSAR Model. An
interesting exercise is the comparison of the present model with
other models reported in the literature for a similar purpose. To
the best of our knowledge, there is only one mx-QSAR model
reported in the literature with similar capabilities. The model
was published this year by our group. The equation of this
model is the following:43
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A close inspection of this equation reveals some similarities
and differences between both models. In both models the
molecular descriptors (Dk

i) used to codify the structure of
compounds (see Methods section) are spectral moments of a
molecular matrix. The model reported in the previous work was
developed using the spectral moment μ5

i calculated with the
TOPS-MODE approach.43 These spectral moments, μk

i =
Tr[(1B)k] are descriptors based on the bond adjacency matrix
(1B). Specifically, we used only one descriptor, the fifth order
spectral moment μ5

i. In this case, we used standard distances of
chemical bonds and not atomic weights. Apart from it, the
general formulations of both models are similar. In both cases,
we used Moving Average terms to quantify the deviations of the
structure of one compound from subsets of compounds with a
positive outcome in different conditions cj.
Both models show a very good Specificity (Sp) both in

training and validation. However, the TOPS-MODE model
shows better values of Sensitivity both in training and
validation. Also, the values of p(cj), ⟨π5

i(cj)⟩, and ⟨μ5
i(cj)⟩ are

different for different subsets cj. These similarities/differences
between both models may be discussed considering the
differences in the respective data sets used to develop and
validate them. There are many aspects that determined that
both data sets were not similar. In the first model we used only

Table 1. Overall Results of the mx-QSAR Classification Model

subset stata % groups Ci(mj)pred = 0 Ci(mj)pred = 1 ref

MARCH-INSIDE model

training Sp 84.6 Ci(mj)obs = 0 1172 214 this work
Sn 82.4 Ci(mj)obs = 1 224 1051
Ac 83.5 total

CV Sp 83.3 Ci(mj)obs = 0 385 77
Sn 81.6 Ci(mj)obs = 1 78 347
Ac 82.5 total

HTS Sn 90.6 Ci(mj)obs = 1 4315 446
TOPS-MODE model

training Sp 81.3 Ci(mj)obs = 0 1533 352 43
Sn 98.0 Ci(mj)obs = 1 36 1762
Ac 89.5 total

CV Sp 81.0 Ci(mj)obs = 0 513 120
Sn 97.7 Ci(mj)obs = 1 14 585
Ac 89.1 total

aStatistics: Sensitivity = Sn = Positive Correct/Positive Total; Specificity = Sp = Negative Correct/Negative Total; Accuracy = Ac = Total Correct/
Overall Total.
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4915 data points = 3683 training + 1232 validation cases).42

Nevertheless, the data set used in the present work is notably
larger and includes 309 data points = 2661 training + 887
validation + 4761 positive cases for the CCHTS experiment.
This notable difference in the data sets used is due to the
different aims of both works. In the first work, we were more
interested in the possibility of training and validation of this
type of mx-QSAR model, regardless of the software used. In
this second work, we are more interested in the possible use of
this type of models for CCHTS of compounds with a final
positive outcome. It means that the TOPS-MODE was not
tested on a CCHTS simulation yet (with a rather large series of
compounds), such as the case of the MI model. That is why the
number of cases used in this second work with MI is notably

larger due to the use/incorporation of a high number of
positive cases (4761 in total) for the CCHTS simulation
experiment. It should be noted the high value of Sn = 90.6,
obtained with the present model in the CCHTS experiment
despite the fact we previously used the double of positive cases
than in training series.

1.3. Experimental−Theoretical Study of New Neuro-
protective Drugs. 1.3.1. Experimental Assay of Neuro-
protective Effects of New 1,3-Rasagiline Derivatives. The
compounds (5, 6, 7, 8, 9, 10, 11, and 12) were synthesized
according to the strategy given in Figure 1; see also Methods
section. The synthesized compounds (5−12) were subjected to
an initial study to determine their neuroprotective capacity in
both the absence and presence of neurotoxic agents, using

Table 2. Selected Examples of Average Values for Different Targets, Measures, and Organisms

MEASURE (sx) (unit) ntot p1(sx) p1(sx)⟨π5(sx)⟩ MEASURE (sx) (unit) ntot p1(sx) p1(sx)⟨π5(sx)⟩

%max (%) 20 0.20 2.08 log Ki 124 0.58 2.24
activity 8 0.63 9.63 −log(IC50) (nM) 2438 0.88 5.98
activity (%) 222 0.47 4.62 MTT reduction (%) 11 0.36 1.34
activity (nM) 98 0.95 3.67 nNOS activity (%) 36 0.69 4.56
damage score 8 0.25 0.93 pA2 34 0.06 0.32
decrease (%) 5 0.80 4.29 PCMA antagonism 84 0.31 1.59
dopamine release (%) 299 0.43 1.56 pD2 35 0.57 2.39
EC50 (nM) 2149 0.92 4.80 ratio 108 0.29 1.75
efficacy (%) 12 0.50 1.97 ratio (nM) 56 0.57 1.77
efficiency (%) 14 0.79 3.32 ratio Ki 12 0.17 1.00
inhibition (%) 193 0.48 2.76 relative potency 11 0.36 2.43
inhibition (nM) 7 0.71 3.39 selectivity 486 0.21 1.51
Ki (nM) 1501 0.94 4.59 selectivity ratio 166 0.37 2.69
ORGANISM (ot) ntot p1(ot) p1(ot)⟨π5(ot)⟩ ORGANISM (ot) ntot p1(ot) p1(ot)⟨π5(ot)⟩

H. sapiens 4854 0.84 7.50 B. taurus 77 0.27 2.86
R. norvegicus 2852 0.70 5.57 C. porcellus 20 0.80 5.58
F. catus 10 0.70 5.75 H. virescens 5 1.00 12.94
M. musculus 241 0.72 6.89 M. domestica 15 1.00 7.36
T. californica 19 0.58 5.19 C. elegans 2 0.50 5.58
Gerbillinae sp. 8 0.25 1.37 D. melanogaster 2 0.50 5.58
TARGET ID ntot p1(te) p1(te)⟨π5(te)⟩ TARGET NAME (te)

1907589 31 0.74 4.62 neuronal AChR; alpha4/beta2
1883 43 0.84 7.39 neuronal AChR protein beta-2 subunit
4980 142 0.78 6.35 neuronal AChR protein alpha-7 subunit
3461 126 0.90 6.05 neuronal AChR protein alpha-10 subunit
2658 104 0.87 5.80 neuronal AChR protein beta-4 subunit
2584 79 0.84 5.30 neuronal AChR protein alpha-2 subunit

1907596 67 0.45 2.83 neuronal AChR; alpha4/beta2
4960 79 0.84 5.30 neuronal AChR protein alpha-5 subunit
3568 859 0.65 4.99 nitric-oxide synthase, brain
3048 403 0.63 5.63 nitric-oxide synthase, brain
3251 1000 0.92 7.27 nuclear factor NF-kappa-B p105 subunit
5533 1000 0.92 7.27 nuclear factor NF-kappa-B p65 subunit
304 16 1.00 7.50 norepinephrine transporter
313 71 0.45 3.45 serotonin transporter
4187 47 0.98 9.80 sodium channel protein type II alpha subunit
1920 46 1.00 8.89 GABA receptor beta-2 subunit
341 38 1.00 8.87 GABA receptor alpha-2 subunit
3772 16 0.88 5.02 MGluR 1
5137 32 1.00 7.71 MGluR 2
2888 29 0.97 7.68 MGluR 3
2736 13 0.85 4.74 MGluR 4
3227 16 0.81 4.65 MGluR 5
3777 13 0.62 3.48 MGluR 7

1907608 24 1.00 11.22 glutamate NMDA receptor
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MTT method to determine cell viability, given by the number
of cells present in the culture. The ability of cells to reduce
MTT is an indicator of mitochondrial integrity and its
functional activity is interpreted as a measure of cell viability.
For instance, Wang et al. used this method to show that
Exendin-4 improved rat cortical neuron survival under oxygen/
glucose deprivation through PKA pathway.52

Herein, we carried out three types of assays in cultured
neurons of embryonic motor corteces of of fetal Sprague−
Dawley rats at embryonic day 19 of gestation. All results are
expressed as mean ± SEM of at least three independent
experiments (Table 4). First, we studied the ability to induce a
neuroprotective effect in the absence of any neurotoxic
stimulus. Second, the neuroprotective/citotoxicity effect of

the compound was studied in the presence of glutamate that
causes a pathological process in which the neurons are
damaged, ultimately leading to apoptosis. Finally, we examined
the ability of the synthesized compounds to protect neurons
from damage caused by H2O2. The results clearly differentiate
mono from dipropargyl derivatives. In the first group, 1,3-cis
derivatives (5 and 6) show interesting values of neuro-
protection in the absence of neurotoxic stimuli but remain
inactive in the presence of both glutamate and H2O2.
However, 1,3-trans derivatives (7 and 8) showed significant

values in the presence of glutamate. In the group of the N,N-
dipropargyl derivatives of rasagiline (9−12), all the compounds
have significant neuroprotective activity against H2O2-induced
aggression. They also showed some activity against glutamate-
induced aggression. Furthermore, both 1,3-trans derivatives (11
and 12) have important values of neuroprotection, 27.4% and
18.2%, respectively, in the absence of any neurotoxic stimulus.
In closing, compounds 11 and 12 not only exhibit neuro-
protective activity in the three types of tests, but also indicate
that they are highly neuroprotective in the absence of
neurotoxic stimuli and have interesting neuroprotective activity
in the presence of neurotoxic stimuli. This is depicted
graphically in Figure 2.

1.3.3. Prediction of Multiplexing Outcomes of New
Neuroprotective Drug in Other Assays. The 3-OH, 3-OAc,
and 3-OBz rasagiline derivatives synthesized and experimentally
assayed by our group were not very active against some of the
expected targets.28 This situation encouraged us to study the
possible neuroprotective activity of our compounds directly in

Table 3. Number of Cases versus Accuracy for Some
Organisms, Experimental Parameters, or Targets

ORGANISM n1 Ac(%) ORGANISM n1 Ac(%)

Homo sapiens 1675 85.1 Cavia porcellus 40 22.5
Rattus norvegicus 1464 79.6 Felis catus 18 44.4
Mus musculus 168 76.2 Gerbillinae 12 50.0
Bos taurus 56 100 Torpedo californica 11 72.7

MEASSURE n1 Ac(%) MEASSURE n1 Ac(%)

−log(IC50) (nM) 1581 91.7 nNOS activity (%) 36 58.3
selectivity 384 100 pA2 32 100
dopamine release
(%)

299 56.5 ratio (nM) 24 100

activity (%) 222 93.7 %max (%) 20 80.0
inhibition (%) 193 65.8 NO formation (%) 18 66.7
EC50 (nM) 174 9.8 pD2 15 100
selectivity ratio 105 100 efficiency (%) 14 50.0
Ki (nM) 83 61.4 Kup (mL min‑1

g‑1)
13 61.5

ratio 77 97.4 conc (% dose g‑1) 12 100
PCMA antagonism 58 100 efficacy (%) 12 50.0
log Ki 52 100 MTT reduction

(%)
11 63.6

−log(IC50) 39 100 ratio Ki 10 100
TARGET NAME n1 Ac(%)

nitric-oxide synthase (bNOS), brain 904 94.7
nitric-oxide synthase (eNOS), endothelial 126 81.0
nitric-oxide synthaseb(iNOS), inducible 122 83.6
neuronal acetylcholine receptor protein beta-2 subunit 59 74.6
neuronal acetylcholine receptor protein beta-4 subunit 57 73.7
neuronal acetylcholine receptor protein alpha-3 subunit 57 73.7
neuronal acetylcholine receptor protein beta-3 subunit 56 73.2
neuronal acetylcholine receptor protein alpha-7 subunit 54 72.2
neuronal acetylcholine receptor; alpha3/beta4 19 100
neuronal acetylcholine receptor; alpha4/beta2 51 100
nuclear factor NF-kappa-B p105 or p65subunit 154 100
sodium channel protein type I, II, or III, alpha subunit 63 100
glutamate [NMDA] receptor subunits epsilon 1, 2, 3, z1, or
3A

54 100

acetylcholine receptor protein beta chain 52 75.0
mGluRs 1, 2, 3, 4, 5, 7, or 8 52 100
melanin-concentrating hormone receptor 1 50 100
serotonin transporter 39 100
GABA receptor alpha-2 subunit 38 100
GABA receptor gamma-2 subunit 38 100
alpha adrenergic receptors 1a, 1b, 1d 27 100
GABA transporter 3 23 82.6
GABA transporter 1 23 82.6
betaine transporter 23 82.6

Table 4. Neuroprotective Ability of the New Carbamates of
1,3-Rasagiline Derivatives

aPercent protection (comp 5 μM), in the absence of neurotoxic
agents. bPercent protection (comp 5 μM) against Glutamate 100 μM.
cPercent protection (comp 5 μM) against H2O2 100 μM.
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the neuronal culture. In fact, 3-OH, 3-OAc, and 3-OBz
rasagiline derivatives were found to present interesting
neuroprotective effects in experimental assays.43 In addition,
we were able to predict a high probability of interaction of these
compounds with multiple targets of interest in chemical
neurosciences such as the metabotropic glutamate receptor
(mGluR), the glutamate receptor, the neuronal acetylcholine
receptor, and the muscarinic acetylcholine receptor.43 Using the
new model, we performed a CCHTS of the new compounds in
several assays not carried out experimentally in this work. We
performed the prediction with the 12 new compounds assayed
experimentally in the previous section. Consequently, we were
able to predict > 11 000 = 12 × 500 theoretical results for the
assay of these 12 compounds in >500 assays. However, our
discussion will be focused herein only on compound 11.
Compound 11 showed the highest neuroprotective effect in the
experiments carried out herein (previous section). The present
model does not predict high probabilities for compound 11
such as MAO A/B or AChE inhibitor. Both experimental
neuroprotective effect and negative prediction for MAO and
Ach coincide with our previous experimental results for 3-OH,
3-OAc, and 3-OBz rasagiline derivatives.
Interestingly, the model has predicted a very high probability

p1(mj) of activity for compound 11 against different receptors.
These predictions point brain iNOS as the most probable target
of this compound (see Table 5). The model predicts a positive
result for compound 11 in a total of 20 different assays based
on this enzyme with values of 1pi(cj) within the range: 1−0.73.
A very recent result claims that Fimasartan, an antihypertension
drug, suppressed iNOS expressions via nuclear factor-kappa B
and activator protein-1 inactivation.53 This may be in
concordance with the prediction of a p1(mj) = 0.78 for
compound 11 in assay ChEMBL1613870 that involves Nuclear
factor NF-kappa-B p105 subunit. However, the model also
predicts positive results for this compound in different assays
based on other targets. For instance, the model predicts a
positive result for this compound in at least three assays for
mGluR and four assays for GABA receptors. Other receptors
appear only in one or two cases. These results may indicate a
certain probability that compound 11 is a multitarget ligand. In
general, the synthesis and assay of multitarget ligands is a
promising field in chemical neurosciences. For instance,
ITH33/IQM9.21 is a novel compound belonging to a family

of glutamic acid derivatives, which was very recently
synthesized and assayed under the hypothesis implying that
multitarget ligands may provide more efficient neuroprotection
than single-targeted compounds.54 Specifically, an interesting
direction is that of searching novel multitarget compounds with
neuroprotective effect among the derivatives of rasagiline.
Youdim reported a study about Ladostigil (N-propargyl-3R-
aminoindan-5-yl)-ethyl methylcarbamate) and series of multi-
target drugs (M30, HLA-20 series) which inhibit AChE, brain
MAO A/B, and/or are brain permeable iron chelators and
inhibitors of MAO.55 Conn and co-workers56−59 have largely
discussed the importance of the development of new allosteric
modulators of mGluR, but also of the muscarinic receptor, and
GPCRs in general. In fact, Csermely et al.60,61 have recently
edited a special issue with different research groups, reviewing
this topic and related concepts. In one of these papers, Menniti
et al. 62 discussed about the action of allosteric modulators of
receptors like AMPA, NMDA, and mGluR in glutamatergic
networks for the treatment of schizophrenia. It is expected that
network-based tools may be applied for the discovery of new
drugs including allo-network drugs.63−65 All these results led us
to prepare and assay the carbamate derivatives of 3-hydroxy-
rasagiline in the present work and also to predict their possible
interaction with many of these receptors of relevance in
glutaminergic networks.

2. CONCLUSIONS

With the MARCH-INSIDE approach, we can seek mx-QSAR
models able to fit very large and complex data obtained in
multiplexing assays of neuroprotective drug candidates in
different assay conditions, targets, and organisms. These models
are useful to carry out “in silico” HTS of drugs. New carbamate
derivatives of 3-OH rasagiline may be prepared with interesting
neuroprotective effects. The new models can predict for the
compounds a high number of other pharmacological outcomes
not determined experimentally. Last, the new model is able to
reconstruct a complex network of drug−target relationships. As
the data included many targets of allosteric modulators, the
model may become a useful tool for the identification of allo-
network drugs in the future.

Figure 2. Neuroprotective ability of the compounds tested in this work.
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3. METHODS

3.1. Computational Methods. 3.1.1. CHEMBL Data Set. We

downloaded >8000 multiplexing assay end points (results of multiple

assays) from the public database CHEMBL.66 A subset of 3548 results

of assays (statistical cases) was used to train and validate the model.

The second part of the >8000 initial cases containing 4671 positive

cases and no negative cases was used to simulate an “in silico”HTS

experiment.
3.1.2. The Moving Averages Model. The core of the model are the

scores Si(cj) and the kth molecular descriptors Di
k of a given ith

compound di and the deviation terms ΔDi
k(cj) = Di

k − ⟨Di
k(cj)⟩. The

model has the following general form:
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The output dependent variable is Si(cj) = Si(cl, c2, c3, c4, c5,) = Si(cl,
au, ot, te, sx). The variable Si(cj) is a numerical score of the biological
activity of the ith, drug annotated as di, in the jth assay carried out
under the set of conditions cj. Our hypothesis is H0: we can calculate
the output Si(cj) as a linear combination of scores. We have two types
of scores. The first type are the scores ′Sik = ′akp(cl)iDk that account for
the quality of data p(cl) and for contributions of the kth molecular
descriptors to the final activity score Si(cj). In fact, we used the
probability p(c1) = 1.0, 0.75, or 0.5 for data curated in CHEMBL
database at an expert, intermediate, or autocuration level, respectively.
The second type are scores ″Sik(cj>1) = ″akΔDi

k(cj) for the
contributions of deviations ΔDi

k(cj) = (Di
k − ⟨Di

k(cj)⟩) of the
descriptors of di from the average of those of active molecules Ai(cj) =
1 for different cj. In general, cj refers to different multiplexing assay
conditions, for example, targets, assays, cellular lines, organisms,
organs, and so forth. In this sense, c0 = is the accuracy of the data for
this assay, c1 = au is the assay per se, c2 = ot is the organism that
expresses the target, c3 = te is the cellular or molecular target, and c5 =
sx is standard experimental measure of activity. Then, the parameter
Di

k and ΔDi
k(cj) are the input independent variables and Ai(cj) = 1 is

the input dependent variable. Herein, ⟨Di
k(cj)⟩ is the average of the kth

descriptors Di
k of all ith compounds considered as active (Ai(cj) = 1) in

an assay carried out under the set of conditions mj. The parameters
ΔDi

k(cj) are similar to the moving averages used in time series analysis
for ARIMA models and others.67,68 This type of moving average or
deviation-like models has been used before to solve different problems
in QSAR.67,68 It means that, first, we sum the values of Di

k for all the nj
drugs with Ai(cj) = 1 in the assay carried out in the conditions cj. Next,
we divide this sum by the number of compounds nj that fulfill this
condition.
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In order to find the mx-QSAR model, we used the Linear
Discriminant Analysis (LDA) technique implemented in the
STATISTICA 6.0 software package.69 In this model, we used only
one molecular descriptor πi5. This is the spectral moment or order k =
5 calculated with MI. We did not use low-order moments k = 0, 1, 2, 3,
and 4. Accordingly, the general equation is
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3.2. Experimental Methods. 3.2.1. Synthesis of 1,3-Rasagiline
Derivatives. The compounds (5−12) were synthesized according to
the strategy given in Figure 2 (scheme 1). As shown in this scheme,
they were synthesized from the hidroxy mono- or dipropargylami-
noindans (1−4), previously described by us, and prepared following

Table 5. Top Results for CCHTS of Compound 11 in 170
Assays on Human Targetsa

p1(mj)
STD TYPE
MEASSURE ASSAY ID TARGET

1.00 Ki (nM) 751927 nitric-oxide synthase (bNOS),
brain

0.98 −log(IC50) (nM) 751279
0.97 −log(IC50) (nM) 750652
0.98 −log(IC50) (nM) 892679
0.98 −log(IC50) (nM) 833562
0.90 −log(IC50) (nM) 751928
0.89 inhibition (%) 752269
0.89 −log(IC50) (nM) 751281
0.87 −log(IC50) (nM) 750653
0.87 −log(IC50) (nM) 751652
0.85 −log(IC50) (nM) 750244
0.85 −log(IC50) (nM) 751653
0.84 −log(IC50) (nM) 751280
0.84 Ki (nM) 843812
0.81 inhibition (%) 752270
0.81 inhibition (nM) 752268
0.79 −log(IC50) (nM) 829483
0.77 −log(IC50) (nM) 751278
0.73 −log(IC50) (nM) 751656
0.73 Ki (nM) 752276
0.99 −log(IC50) (nM) 717365 MGluR 2
0.98 −log(IC50) (nM) 717366
0.98 −log(IC50) (nM) 717236 MGluR 3
0.88 Ki (nM) 876081 GABA receptor gamma-2 subunit
0.88 Ki (nM) 682643
0.88 Ki (nM) 876081 GABA receptor beta-2 subunit
0.88 Ki (nM) 682643
0.97 −log(IC50) (nM) 876082 CAKI-1 (Kidney carcinoma cells)
0.97 −log(IC50) (nM) 843814 sodium channel protein type II

alpha subunit
0.96 −log(IC50) (nM) 687680 HT-29 (Colon adenocarcinoma

cells)
0.88 Ki (nM) 617201 serotonin 2a (5-HT2a) receptor
0.88 Ki (nM) 652074 beta-2 adrenergic receptor
0.88 Ki (nM) 748592 muscarinic acetylcholine receptor

M2
0.82 −log(IC50) (nM) 829924 melanin-concentrating hormone

receptor 1
0.78 EC50 (nM) 1613870 nuclear factor NF-kappa-B p105

subunit
ap1(mj) is the probability with which the model predicts a value of the
measure higher than the cutoff for compound 11
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procedures described in the literature.28 Please see details about the
techniques used for the characterization of compounds and the results
obtained (NMR and IR spectra) in the Supporting Information.
3.2.2. Carbamylation of 1,3-Rasagiline Derivatives. To a stirred

and ice-cooled solution of 1, 2, 3, or 4 (0.43 mmol) in acetonitrile (5
mL) was added the corresponding N,N-dialkylcarbamyl chloride (0.73
mmol), followed by a dropwise addition of NaH (60% in oil, 0.56
mmol). The reaction mixture was stirred for 24 h at room temperature
under argon. After evaporation of the solvent in vacuo, water (10 mL)
was added and extracted with ether (3 × 10 mL). The organic phase
was washed with dilute KOH (pH 10−11), dried, and evaporated to
dryness in vacuo. Purification was afforded by column chromatography
(hexane/EtOAc 4:1).
3.2.3. Identification of 1,3-Rasagiline Derivative Carbamates.

Results obtained after spectroscopic and analytical chemistry
processing of the new compounds are given as follows (see more
details in the Supporting Information, section SM5).
Compound 5. (±)-cis-3-(N-Propargylamino)-1-indanyl dimethyl-

carbamate (5) was obtained as a yellow solid (40 mg, yield 32%). Mp
73−75 °C. IR ν = 3218, 2920, 1701, 1342, 1182, 1042 cm‑1. 1H NMR
(300 MHz, CDCl3) δ = 7.44−7.27 (m, 4H, Harom), 5.96−5.91 (m,
1H, 1-H), 4.24 (t, 1H, J = 6.4 Hz, 3-H), 3.48 (d, 2H, J = 2.4 Hz, CH2),
2.94−2.85 (m, 7H, 2 × CH3, 2α-H), 2.19−2.17 (m, 1H, CH), 1.95−
1.86 (m, 2H, 2β-H, D2O exch., NH) ppm. 13C NMR (75 MHz,
CDCl3) δ = 156.47 (CO), 144.32 (C-7a), 141.36 (C-3a), 128.44,
128.19, 125.43, and 124.39 (CHarom), 82.12 (CCH), 76.28 (C
CH), 71.58 (C-1), 59.36 (C-3), 40.91 (CH2), 36.47 (CH3), 36.10 (C-
2), 35.98 (CH3). MS (EI): m/z (%) 261 (2) [M+3]+, 186 (2) [(M-1)-
carbamate]+, 130 (47), 116 (95). Anal. Calcd. for C15H18N2O2
(258.32): C, 69.74; H, 7.02; N, 10.84. Found: C, 69.51; H, 7.17; N,
11.02.
Compound 6. (±)-cis-3-(N-Propargylamino)-1-indanyl diethylcar-

bamate (6) was obtained as a white solid (50 mg, yield 41%).6 Mp
52−54 °C. IR ν = 3302, 2974, 1685, 1475, 1423, 1169, 1066 cm‑1. 1H
NMR (300 MHz, CDCl3) δ = 7.44−7.27 (m, 4H, Harom), 6.03 (t,
1H, J = 6.2 Hz, 1-H), 4.29 (t, 1H, J = 6.3 Hz, 3-H), 3.54−3.53 (m, 2H,
CH2), 3.34−3.23 (m, 4H, 2 × CH2CH3), 3.01−2.91 (m, 1H, 2α-H),
2.49−2.23 (m, 1H, CH), 1.90 (dt, 1H, J = 13.4, 5.6 Hz, 2β-H), 1.63
(br. s, 1H, D2O exch., NH), 1.16−1.14 (m, 6H, 2 × CH2CH3) ppm.
13C NMR (75 MHz, CDCl3) δ = 155.74 (CO), 144.24 (C-7a), 141.46
(C-3a), 128.74, 128.15, 125.29, and 124.32 (CHarom), 82.08 (C
CH), 75.84 (CCH), 71.56 (C-1), 59.32 (C-3), 41.85 and 41.27 (2
× CH2CH3), 40.93 (CH2), 36.09 (C-2), 14.16 and 13.56 (2 ×
CH2CH3) ppm. MS (FAB): m/z (%) 288 (83) [M+2]+, 287 (51) [M
+1]+, 286 (4) [M]+, 231 (82), 154 (46), 137 (60), 115 (24). Anal.
Calcd. for C17H22N2O2 (286.37): C, 71.30; H, 7.74; N, 9.78. Found:
C, 71.02; H, 7.88; N, 9.81.
Compound 7. (±)-trans-3-(N-Propargylamino)-1-indanyl dime-

thylcarbamate (7) was obtained as a yellow oil (54 mg, yield 43%).
IR ν = 3287, 2928, 1691, 1392, 1179, 1047 cm‑1. 1H NMR (300 MHz,
CDCl3) δ = 7.49−7.29 (m, 4H, Harom), 6.22 (dd, 1H, J = 6.6, 4.1 Hz,
1-H), 4.62 (dd, 1H, J = 6.3, 5.0 Hz, 3-H), 3.52 (m, 2H, CH2), 2.96−
2.94 (m, 6H, 2 × CH3), 2.48−2.30 (m, 2H, 2α-H, 2β-H), 2.27 (t, 1H,
J = 2.4 Hz, CH), 1.70 (br. s, 1H, D2O exch., NH) ppm. 13C NMR (75
MHz, CDCl3) δ = 156.96 (CO), 145.23 (C-7a), 143.04 (C-3a),
129.32, 128.62, 126.65, and 124.71 (CHarom), 82.48 (CCH), 76.32
(CCH), 72.12 (C-1), 60.01 (C-3), 41.61 (CH2), 36.82 (CH3),
36.50 (C-2), 36.36 (CH3). MS (ESI): m/z (%) 259 (7) [M+3]+, 204
(7) [(M-1)-propargylamine]+, 115 (100). Anal. Calcd. for
C15H18N2O2 (258.32): C, 69.74; H, 7.02; N, 10.84. Found: C,
69.63; H, 7.05; N, 10.97.
Compound 8. (±)-trans-3-(N-Propargylamino)-1-indanyl diethyl-

carbamate (8) was obtained as a yellow oil (32 mg, yield 26%). IR ν =
3292, 2972, 1685, 1422, 1269, 1168, 1063 cm‑1. 1H NMR (300 MHz,
CDCl3) δ = 7.41−7.27 (m, 4H, Harom), 6.26 (dd, 1H, J = 6.5, 4.3 Hz,
1-H), 4.62 (dd, 1H, J = 6.4, 4.9 Hz, 3-H), 3.54−3.53 (m, 2H, CH2),
3.38−3.15 (m, 4H, 2 × CH2CH3), 2.46−2.29 (m, 2H, 2α-H, 2β-H),
2.27 (t, 1H, J = 2.3 Hz, CH), 1.80 (br. s., 1H, D2O exch., NH), 1.20−
1.08 (m, 6H, 2 × CH2CH3).

13C NMR (75 MHz, CDCl3) δ = 155.90
(CO), 144.80 (C-7a), 141.90 (C-3a), 128.84, 128.23, 125.76, and

124.34 (CHarom), 82.11 (CCH), 77.15 (CCH), 71.72 (C-1),
59.66 (C-3), 42.21 and 41.76 (2 × CH2CH3), 41.14 (CH2), 36.12 (C-
2), 14.08 and 13.63 (2 × CH2CH3). MS (ESI): m/z (%) 288 (7) [M
+2]+, 287 (100) [M+1]+, 232 (50) [M+-propargylamine], 115 (58).
Anal. Calcd. for C17H22N2O2 (286.37): C, 71.30; H, 7.74; N, 9.78.
Found: C, 71.12; H, 7.92; N, 9.90.

Compound 9. (±)-cis-3-(N,N-Dipropargylamino)-1-indanyl dime-
thylcarbamate (9) was obtained as a yellow oil (70 mg; 66%). IR ν =
3288, 2932, 1394, 1182, 1047 cm‑1. 1H NMR (300 MHz, CDCl3) δ =
7.45−7.28 (m, 4H, Harom), 5.96 (t, 1H, J = 6.7 Hz, 1-H), 4.54 (t, 1H,
J = 7.2 Hz, 3-H), 3.56−3.42 (AB system, 2H, J = 16.8 Hz, CH2),
3.55−3.41 (AB system, 2H, J = 16.8 Hz, CH2), 2.94−2.87 (m, 6H, 2 ×
CH3), 2.83−2.73 (m, 1H, 2α-H), 2.21 (t, 2H, J = 2.2 Hz, 2 × CH),
2.17−2.08 (m, 1H, 2β-H). 13C NMR (75 MHz, CDCl3) δ = 156.81
(CO), 143.07 (C-7a), 141.75 (C-3a), 129.26, 128.69, 125.33, and
125.28 (CHarom), 80.80 (2 × CCH), 76.33 (C-1), 73.12 (2 × C
CH), 65.15 (C-3), 39.40 (2 × CH2), 36.83 and 36.29 (2 × CH3),
34.02 (C-2). MS (FAB): m/z (%) 298 (11) [M+2]+, 297 (57) [M
+1]+, 296 (4) [M]+, 295 (13) [M-1]+, 208 (100) [(M-1)+-
carbamate], 115 (83). Anal. Calcd. for C18H20N2O2 (296.36): C,
72.95; H, 6.80; N, 9.45. Found: C, 73.18; H, 6.72; N, 9.49.

Compound 10. (±)-cis-3-(N,N-Dipropargylamino)-1-indanyl dieth-
ylcarbamate (10) was obtained as an oil (60 mg, yield 51%). IR ν =
3290, 2973, 1687, 1423, 1268, 1168 cm‑1. 1H NMR (300 MHz,
CDCl3) δ = 7.46−7.27 (m, 4H, Harom), 6.01 (t, 1H, J = 6.6 Hz, 1-H),
4.56 (t, 1H, J = 7.2 Hz, 3-H), 3.57−3.44 (AB system, 2H, J = 16.6 Hz,
CH2), 3.56−3.43 (AB system, 2H, J = 16.8 Hz, CH2), 3.23−3.18 (m,
4H, 2 × CH2CH3), 2.79 (dt, 1H, J = 15.1, 7.4 Hz, 2α-H), 2.22 (t, 2H, J
= 2.5 Hz, 2 × CH), 2.18−2.09 (m, 1H, 2β-H), 1.15−1.09 (m, 6H, 2 ×
CH2CH3) ppm. 13C NMR (75 MHz, CDCl3) δ = 156.16 (CO),
143.02 (C-7a), 141.96 (C-3a), 129.24, 128.72, 125.40, and 125.30
(CHarom), 80.83 (2 × CCH), 75.99 (2 × CCH), 73.13 (C-1),
65.19 (C-3), 42.26 and 41.65 (2 × CH2CH3), 39.44 (2 × CH2), 34.00
(C-2), 14.54 and 13.99 (2 × CH2CH3). MS (FAB): m/z (%) 325 (73)
[M+1]+, 324 (4) [M]+, 323 (10) [M-1]+, 288 (27), 208 (100) [(M-
1)+-carbamate], 154 (17), 137 (24), 115 (91). Anal. Calcd. for
C20H24N2O2 (324.42): C, 74.04; H, 7.46; N, 8.64. Found: C, 73.86; H,
7.71; N, 8.69.

Compound 11. (±)-trans-3-(N,N-Dipropargylamino)-1-indanyl
dimethylcarbamate (11) was obtained as a white solid (35 mg, yield
54%). Mp 108−110 °C. IR ν = 3289, 3218, 2918, 1681, 1393, 1179,
1040 cm‑1. 1H NMR (300 MHz, CDCl3) δ = 7.41−7.27 (m, 4H,
Harom), 6.10 (dd, 1H, J = 6.9, 3.3 Hz, 1-H), 4.75 (t, 1H, J = 6.3 Hz, 3-
H), 3.49−3.34 (AB system, 2H, J = 16.8 Hz, CH2), 3.48−3.33 (AB
system, 2H, J = 16.8 Hz, CH2), 2.86−2.76 (m, 6H, 2 × CH3), 2.58 (dt,
1H, J = 12.8, 6.4 Hz, 2α-H), 2.20−2.11 (m, 3H, 2β-H, 2 × CH). 13C
NMR (75 MHz, CDCl3) δ = 156.57 (CO), 143.63 (C-7a), 141.75 (C-
3a), 129.14, 128.40, 125.87, and 125.24 (CHarom), 80.19 (2 × C
CH), 77.40 (C-1), 72.86 (2 × CCH), 65.92 (C-3), 39.07 (2 ×
CH2), 36.40 and 35.91 (2 × CH3), 34.13 (C-2). MS (FAB): m/z (%)
298 (3) [M+2]+, 297 (16) [M+1]+, 231 (59), 208 (1) [(M-1)+-
carbamate], 154 (90), 137 (100), 115 (6). Anal. Calcd. for
C18H20N2O2 (296.36): C, 72.95; H, 6.80; N, 9.45. Found: C, 73.11;
H, 6.72; N, 9.53.

Compound 12. (±)-trans-3-(N,N-Dipropargylamino)-1-indanyl
diethylcarbamate (12) was obtained as a white solid (86 mg, yield
74%). Mp 74−76 °C. IR ν = 3289, 3228, 2983, 1675, 1428, 1267, 1175
cm‑1. 1H NMR (300 MHz, CDCl3) δ = 7.46−7.26 (m, 4H, Harom),
6.21 (dd, 1H, J = 6.9, 3.6 Hz, 1-H), 4.81 (t, 1H, J = 6.4 Hz, 3-H),
3.55−3.42 (AB system, 2H, J = 16.8 Hz, CH2), 3.54−3.41 (AB
system, 2H, J = 16.7 Hz, CH2), 3.31−3.17 (m, 4H, 2 × CH2CH3),
2.66 (ddd, 1H, J = 14.5, 6.9, 5.5 Hz, 2α-H), 2.24 (t, 2H, J = 2.3 Hz, 2 ×
CH), 2.22−2.16 (m, 1H, 2β-H), 1.12−1.05 (m, 6H, 2 × CH2CH3)
ppm. 13C NMR (75 MHz, CDCl3) δ = 155.88 (CO), 143.49 (C-7a),
141.95 (C-3a), 129.03, 128.40, 125.73, and 125.28 (CHarom), 80.17
(2 × CCH), 77.07 (2 × CCH), 72.86 (C-1), 65.85 (C-3), 41.74
and 41.25 (2 × CH2CH3), 39.11 (2 × CH2), 34.11 (C-2), 14.10 and
13.78 (2 × CH2CH3). MS (FAB): m/z (%) 326 (3) [M+2]+, 325
(28) [M+1]+, 278 (24), 231 (61), 154 (90), 137 (100). Anal. Calcd.
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for C20H24N2O2 (324.42): C, 74.04; H, 7.46; N, 8.64. Found: C,
73.82; H, 7.65; N, 8.82.
3.2.4. Biological Assay of Neuroprotective Effects. The biological

assay was carried out in three stages: (1) culture of rat cortical
neurons, (2) measurement of neuronal viability, and (3) statistical
analysis of results. In stage (1), we obtained neuronal cultures allowed
to grow for 8−10 days until the microscope showed the existence of a
dense neuronal network. In stage (2), we carried out the MTT
reduction assay following the procedure previously described. Finally,
in stage (3), data were expressed as mean ± SEM. Details of all the
steps given can be found in our previous work, in the literature therein
cited, and in the Supporting Information section SM6, of this work.70
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